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Abstract. Use cases are a widely used technique for requirements specification 
as part of the Unified Modelling Language (UML). However, use cases rely 
predominantly upon natural language. For this reason, the CREWS research 
group has proposed guidelines to assist in writing use cases. Various research 
groups, including ourselves, have found that writing guidelines (CREWS) help. 
However, our experience with students is that the CREWS guidelines are a little 
unwieldy, and can be difficult to apply. In this paper we propose some 
simplified (CP) use case guidelines, particularly in terms of admissible 
structures. We then describe a pilot experiment to explore whether the 
simplifications result in any loss of use case quality. Our initial results suggest 
that our simpler guidelines perform at least as well as the CREWS guidelines. 
Consequently, we suggest that, given these promising findings, further 
empirical studies, particularly industrial case studies, be conducted to confirm 
whether our simplified approach warrants industrial adoption.            
Keywords: use cases, experiment, guidelines 

1 Introduction 

With the emergence of the UML [1, 2], use cases [3] have become an accepted 
requirements tool in object-oriented software engineering. However, although the use 
case diagram has received much attention, little advice has been given on how use 
cases should be written. To address this issue, Cockburn [4] provides a wealth of 
information on writing use cases; indeed, our own CP Writing Rules borrow some of 
these ideas. The EU funded research project CREWS (Co-operative Requirements 
Engineering With Scenarios) has produced a great deal of excellent work on use cases 
and scenarios. Ben Achour [5, 6] and colleagues [7] have investigated and developed 
a comprehensive set of writing guidelines for use cases in an effort to answer 
industrial concerns [8]. We consider the CREWS Guidelines to be an important 
contribution to use cases. Indeed, our previous work [9] with the CREWS guidelines 
has shown that guidance does improve the completeness of the use case description. 
Good as the CREWS Guidelines are, we believe that they can be overly complex to 

  



apply. Therefore, we propose an alternative simpler set of guidelines: the CP Writing 
Rules, which are discussed in the next section. Section 3 considers how we judge use 
case descriptions, section 4 describes the experimental design, section 5 reports on the 
experimental results, section 6 draws conclusions and section 7 makes some 
observations about the experiment and about further work. 

2 The CP Use Case Writing Rules 

For reasons of space, we cannot show the complete CREWS guidelines here. 
However, they can be found, with examples of their application, at [10]. As stated, 
use cases written under guidance tend to be better than without. However, our 
students have found the CREWS guidelines are a little unwieldy and difficult to 
apply. We have developed the CP Rules as an alternative simpler set of guidelines. 
We do not set out to better CREWS but hope to achieve similar results with simpler 
guidelines. The CP Writing Rules consists of two parts: Style and Structure.  

2.1 CP Style Rules 

Style 1: Each sentence in the description should be on a new, numbered line. 
Alternatives and exceptions should be described in a section below the main 
description and the sentence numbers should agree. 
Style 2: Avoid pronouns if there is more than one actor. 
Style 3: No adverbs or adjectives. 
Style 4: Avoid negatives. 
Style 5: Give explanations if necessary. 
Style 6: All verbs are in present tense format. 
Style 7: There should be logical coherence throughout the description. 
Style 8: When an action occurs there should be a meaningful response to that action. 
     Students have found the CREWS Style Guidelines to be very detailed and take 
time to read. As such, we have attempted to simplify them, although the CP Style 
Rules draw much from the CREWS Style Guidelines. There are, though, some minor 
differences. CP Style 5 allows the writer to expand upon details if necessary, and to 
adopt different levels of granularity. In CP Style 7, we recognise that local coherence, 
and to a degree, global coherence, improves text comprehension both in terms of 
meaning and time taken to read [11]. Making the writer aware of this should induce 
more readable use cases. CP Style 8 addresses logical flow. This refers to the 
question->reply to question principle of text comprehension [12]. Use cases are read 
by many stakeholders, so should be as easy to read as possible. This rule encourages 
the writer to consider this fact. 

  



2.2 CP Structure Rules 

The CP Structure Rules have only four structures, half the number of the comparable 
CREWS Content Guidelines. 
Structure 1: Subject verb object. 
Structure 2: Subject verb object prepositional phrase. 
Structure 3: Subject passive. 
Structure 4: Underline other use case names. 
     Structure 1 is the same as CREWS CG5. After a survey of over 150 published use 
cases or written by the authors’ students, it was found that this structure was used 
most often (18%) to construct sentences. The total number of events in the surveyed 
use cases is 1,913. 
     In the survey the structure next most common is: subject verb object preposition 
object (6% occurrence). This structure is recommended by Graham [13] and is similar 
to Cockburn’s subject verb object prepositional phrase [4]. We take Cockburn’s 
structure as CP Structure 2 because it allows for more word variation than the 
CREWS Content Guidelines 1 to 3. Figure 1 (left) shows the percentage of CP 
Structure (CP Str) Rules that we found to be applied in the survey. CP Structure 3 
(subject passive) has 2% occurrence.  
      

18%

6%

2%

74%

CP Str 1

CP Str 2
CP Str 3

Other

Percentage of CP Structures
found

CG1-3

CG5

CG6

CG7

Other

6%

18%

2%

1%

73%

Percentage of CREWS Structures
found

Fig. 1. Percentage CP Use Case Structure Rules (left) and CREWS Use Case 
Guidelines (right) found in the survey.  
 
     Figure 1 (right) also shows equivalent percentage of CREWS Content Guidelines 
(CG). Apart from CG5, (equivalent of CP Structure 1), and CGs1-3, (equivalent of 
CP Structure 2), the other CREWS CGs that appear in the survey are CG6: ‘If’ 
<alternative assumption> ‘then’ <action>, which has an occurrence in 2%. We take 
the guideline to be any form of an if… then… statement. Next is CG7: ‘Loop’ 
<repetition condition> ‘do’ <action>, 1% occurrence. CG4 and CG8 do not occur. 

  



Figure 1 (left and right) both suggest much scope for either set of guidelines as c.75% 
of use cases fall outside of admissible structures i.e. writers are pretty unconstrained. 
     Having constructed an alternative set of guidelines we then wished to judge their 
efficacy by comparing their effect with those of the CREWS guidelines. Our previous 
work had already confirmed that writers using the CREWS guidelines produced more 
complete use cases than without guidelines, and hence we viewed the CREWS set as 
an ambitious baseline. However, in order to be able to examine the effectiveness of 
guidelines, we needed a sensible way to judge (or mark) the use cases produced. This 
is the focus of the following section. 

3 Judging Use Case Descriptions 

One approach to the evaluation of use cases is to count the number of times a rule or 
guideline has been applied. Indeed, if one believes in the efficacy of the guidelines 
then there is clearly some merit in judging the extent of its application. For example, 
we might count attributes such as the number of times a specific grammatical 
structure is employed. This gives a quantitative assessment of the use case. The risk is 
that judging the improvement of a use case in this way could become a self-fulfilling 
prophecy. A high count does not necessarily tell us that the use case is improved [9]. 
It would be better if there were another (independent) way to judge use cases. Since a 
primary goal of use cases is communication between stakeholders, it would seem that 
one way to assess a use case would be to decide how communicable it is. We suggest 
some important factors to consider in their assessment.  The subjectivity of this 
approach is clearly a weakness. However, as with many aspects of software 
engineering, the qualitative assessment of documents by application of heuristics 
appears to offer a suitable way to assess use cases. “Question asking” is recognised as 
important in the establishment of the completeness to individual elements of the use 
case model [14]. We focus our question set on the description itself. 

3.1 Use Case Heuristics 

Here we describe four characteristics of the use case description, which are all aspects 
of its ability to communicate. These (four C’s) are: Coverage, Coherence of logic and 
its readability, Consistency of structure and Consideration of alternatives. 

Coverage 
• Completes: does the use case terminate or does the path get caught in a loop? 
• Rational: does the use case provide a rational answer to the problem? 
• Span: does the use case contain all that is required to answer the problem? 

  



• Scope: does the use case contain detail only relevant to the problem statement or 
does the description provide extra unnecessary information? 

Coherence 
• Logical order: does the use case follow a logical path? Is this path clear? 
• Logical coherence [11]: is there coherence through the use case both locally and 

globally, thus making the use case easier and quicker to read? 
• Abstraction: is the use case at a consistent level of abstraction throughout? 

Mixing abstraction levels will cause difficulty in understanding. 

Consistent Structure 
• Variations: are alternative paths excluded from the main flow? Inclusion of 

alternative paths in the main flow reduces readability. 
• Consistent Grammar: is present tense used throughout? Are adverbs, adjectives, 

pronouns and negatives avoided? 
• Sequence: is numbering of events in the main flow consistent? 

Consideration of Alternatives 
• Separation: is there a separate section for alternative/exceptional paths to the 

main flow? 
• Viable: are the alternatives viable? 
• Numbering: do the alternative numberings match the numbers in the main flow? 

4. The Experimental Design 

The paper describes a pilot experiment that compares the CP Rules with the CREWS 
Guidelines. As such, we cannot generalise results because of the small scale of the 
study and the artificial nature of the tasks but we can consider the results as guides to 
further, larger studies. The experiment sets out to test the quality of the use cases 
written with the aid of CREWS guidelines against the CP rules. The experiment is 
evaluated in terms of time taken to write the use case, the length of the use case, the 
count of usage of the guidelines or rules and the comprehensibility of the use case. 
     For the main body of the experiment, there were four groups of six subjects each 
(24 subjects in all). The subjects were post-graduate students attending a Masters 
course in software engineering. The subjects were given a half-day seminar on use 
cases one week before the experiment. A variable outside our control is how much 
further knowledge the subjects gained on writing use cases in the week between the 
seminar and the experiment. Table 1 shows the experimental groups and the tasks for 
phases 3 and 4 in the experiment. The entire experiment consisted of 5 phases: 

  



• Phase 1: experience questionnaire 
• Phase 2: pre-experimental task - to help provide an equal distribution of ability 

and experience across the groups (see [10] for questionnaire and task) we used 
randomised blocking. 

• Phase 3: write the use cases. The subjects were given instructions, a set of 
guidelines and task - ATM or Retail (see [10]). The subjects were given one hour 
to complete the task, and were then asked to complete a short questionnaire about 
the writing guidelines they had used [10]. 

• Phase 4: subjects read a use case written with the aid of the guidelines they 
themselves employed, but on a different problem (see table 1). The subjects were 
then asked to complete a (comprehension) questionnaire about the use case they 
had read [10]. The subjects had 30 minutes to complete this phase. 

• Phase 5: a qualitative feedback session for all groups in which the whole 
experiment was discussed. 

 
Table 1.  Groups and tasks 

Group Phase 3: Write UC Phase 4: Read UC 
A ATM Retail (B) CP 

 B Retail ATM (A) 
C ATM Retail (D) CREWS D Retail ATM (C) 

4.1 Experimental Hypotheses 

Because of the small sample size we cannot generalise our results. However, we 
propose hypotheses that relate to a (surrogate) measure of use case quality:  
     H1: The CREWS Guidelines produce significantly better use cases than the CP 
Rules in terms of the time it takes to write the use cases and their length. 
     H2: The CREWS Guidelines produce significantly better use cases than the CP 
Rules in terms of the number of events that correctly implement the rules or 
guidelines. 
     H3: The CREWS Guidelines produce significantly better use cases than the CP 
Rules in terms of comprehensibility of the use cases. 
     There is a null hypothesis for each alternative that states there is no significant 
difference between CREWS and CP. 

5 Experimental Results 

We now examine the experimental results in terms of the three alternative hypotheses. 
Section 5.1 discusses Hypothesis 1 (efficiency), section 5.2 Hypothesis 2 (application 

  



of guidelines) and section 5.3 Hypothesis 3 (comprehension). The complete statistical 
sets for the experiment can be found at [10]. 

5.1 Hypothesis 1: Efficiency 

Hypothesis 1 tests the time taken to write the complete use case and the length of the 
main flow of each use case. Average times across the groups show the CREWS 
groups (C and D) are written 5.5% faster than the CP groups. Yet, the CP use cases 
are 23% shorter than the CREWS use cases. However, when we performed 1-tailed, 
unequal variance t-tests, the results show there is no significant difference between 
the two sets of guidelines. We take α = 0.05. CP performs as well as CREWS (see 
table 2). 

 
Table 2.  Comparing Time and Length 

Time Time Length Length 
A1 60 C1 55 B1 56 D1 60 A1 11 C1 30 B1 13 D1 16 
A2 55 C2 55 B2 60 D2 50 A2 26 C2 27 B2 6 D2 13 
A3 60 C3 57 B3 45 D3 45 A3 15 C3 37 B3 28 D3 33 
A4 45 C4 56 B4 60 D4 50 A4 34 C4 19 B4 5 D4 22 
A5 50 C5 30 B5 60 D5 52 A5 35 C5 20 B5 15 D5 13 
A6 53 C6 60 B6 55 D6 48 A6 12 C6 17 B6 24 D6 44 

p = 0.38 p = 0.07 p = 0.31 p =  0.11 
 
      Hence, hypothesis 1 is rejected. However, our results lead us to consider that these 
two attributes, length and duration, should have been considered separately. It does 
appear that CP rules produce smaller (more compact) use cases. Cockburn [4], for 
instance, takes shortness of use case to be a good thing, though our experiences in 
industry do not reflect this. In any case, without normalising against some other factor 
(e.g. completeness) it is not clear that this is necessarily an advantage. 

5.2 Hypothesis 2: Count of Guidelines/Rules Applied 

Hypothesis 2 is difficult to test because not all of the CP Rules match all the CREWS 
Guidelines. Because of lack of space we cannot go into detail but state that overall 
both CP and CREWS Style guidelines fare similarly well. The reader is referred to 
[10] for more information.  

Comparing CP Structure and CREWS Content. Only two meaningful 
comparisons can be made: CP Structure 1 compared against CREWS Content 
Guideline 5 and CP Structure 2 compared against CREWS CGs 1, 2 and 3 (table 3). 
     The values represent the mean usage of the guideline in each use case description. 
We applied 1-tailed, unequal variance t-tests to find any significant difference. 

  



Table 3. Comparing CP Structure 1 and 2 against CREWS CG5 and CG1-3 
CP Structure 1 CREWS CG5 CP Structure 2 CREWS CG1-3 

A1 74.07 C1 23.33 A1 7.41 C1 10 
A2 41.94 C2 65.96 A2 6.45 C2 0 
A3 84 C3 54.55 A3 6 C3 6.07 
A4 57.78 C4 8 A4 0 C4 4 
A5 56.52 C5 21.74 A5 8.7 C5 0 
A6 29.41 C6 11.76 A6 11.76 C6 0 
B1 0 D1 40 B1 15.38 D1 15 
B2 20 D2 26.32 B2 10 D2 21.05 
B3 28.95 D3 34.04 B3 5.26 D3 0 
B4 0 D4 22.73 B4 0 D4 0 
B5 43.33 D5 61.54 B5 36.67 D5 3.85 
B6 12 D6 22.73 B6 12 D6 2.27 

Probability Probability 
AC against BD  p = 0.32 AC against BD  p = 0.09 
A against C p = 0.03 A against C p = 0.09 
B against D  p = 0.05 B against D  p = 0.18 

  
     CP Structure Rule 1 (subject verb object) is used to structure 65.5% of events for 
group A against 40% usage of CREWS Content Guideline 5 for group C, and is 
significantly different (p=0.03). Comparing group B against group D is weakly 
significant (p=0.05). The reduced usage of Structure 1 and CG5 by groups B and D 
possibly reflects on the more complex use case path of the Retail task. There is no 
significant difference in usage of CP Structure 2 and CREWS Content Guidelines 1-3. 
     We can state that there is no statistically significant difference overall between the 
CP Structure Rules and the CREWS Content Guidelines. However, there is a 
statistical difference in favour of CP Structure 1 against CREWS CG5 especially for 
group A against C and weakly for B against D. We reject the hypothesis H2, stating 
that CP does as well as CREWS. 
 
5.3 Comprehension 
 
Marking to assess comprehension. Judging use cases required us to allocate marks 
to each use case in terms of a number of heuristics. These heuristics (section 3) allow 
us to assess use cases in a way that is independent of counts of usage. In fact, this 
heuristic judgement is typical of how one would assess many software artefacts. For 
example, we typically judge designs in a similar way. We applied t-tests (1-tailed, 
unequal variance) to find the statistical differences. Table 4 shows the marks awarded 
for groups A and C and the significance of each heuristic. 
     When comparing groups B and D (table 5), we find that these two groups of use 
cases are equally comprehensible and that there is no significant difference in any of 
the four question sets. However, when comparing ATM solutions (table 4), Group 
A’s use cases are strongly significantly better than Group C’s use cases in terms of 
coverage (p=0.004), significant in coherence (p=0.04), and weakly significant in 

  



consistent structure (p=0.05). There is no significant difference in alternatives. To 
summarise, it does appear that use cases written with the CP Rules are at least as 
comprehensible as use cases written with the CREWS guidelines and even more so in 
the case of group A (coverage, coherence and structure). Hence, we reject hypothesis 
3, with the observation that problem type appears to have an impact on the 
performance of the CP rules. 

Table 4. Comparing groups A and C (ATM Task) 

Coverage (30%) Coherence (30%) Structure (30%) Alternatives (10%) 

A1 10 C1 10 A1 20 C1 15 A1 15 C1 10 A1 5 C1 0 

A2 20 C2 10 A2 15 C2 17 A2 15 C2 18 A2 3 C2 8 

A3 10 C3 10 A3 20 C3 20 A3 20 C3 20 A3 8 C3 5 

A4 20 C4 0 A4 20 C4 5 A4 20 C4 10 A4 3 C4 5 

A5 20 C5 5 A5 16 C5 5 A5 17 C5 10 A5 3 C5 0 

A6 18 C6 10 A6 15 C6 10 A6 15 C6 10 A6 5 C6 0 

p = 0.004 p = 0.04 p = 0.05 p = 0.19 

Table 5. Comparing groups B and D (Retail Task) 

Coverage (30%) Coherence (30%) Structure (30%) Alternatives (10%) 

B1 10 D1 15 B1 7 D1 15 B1 5 D1 15 B1 0 D1 2 

B2 10 D2 15 B2 15 D2 10 B2 18 D2 12 B2 3 D2 6 

B3 10 D3 20 B3 10 D3 10 B3 15 D3 10 B3 6 D3 3 

B4 3 D4 10 B4 7 D4 7 B4 10 D4 5 B4 0 D4 0 

B5 5 D5 5 B5 10 D5 15 B5 15 D5 15 B5 5 D5 4 

B6 20 D6 5 B6 15 D6 5 B6 15 D6 10 B6 0 D6 0 

p = 0.29 p = 0.44 p = 0.24 p = 0.46 

 
Groups B, C and D have comparable scores and CREWS have consistency over 

both tasks. As the CP Rules appear to be more successful when applied to the ATM 
task than when applied to the Retail use case, we might focus sets of guidelines more 
closely, to consider the possibility of problem frames for such use cases and therefore 
ways in which they ought to be written.  
 
Reading use cases. After reading the use case, students were asked to answer 
questions about the logic and plausibility of the use case that they had been given 
(phase 4 of the experiment). For example, one reader suggests why A3’s use case is 
not completely plausible: “The customer never enters the PIN number; therefore, all 
of the transactions cannot be completed.” The use case itself states: “System validates 

  



card.” The underlined text (CP Structure 4) indicates this is a link to another use case. 
Whether this use case asks for a PIN number is impossible to know. 
     There is a growing acceptance among use case writers of applying Constantine and 
Lockwood’s [15] “essential use case” idea. This would disallow the usage of terms 
such as “card” and “PIN” in a use case because they might force premature interface 
design. The granularity of use case description is specifically considered in our use 
case heuristics on coherence (section 3.1) when we look at abstraction levels within 
descriptions. The idea of granularity of use cases is considered in CP Style 5, which is 
explained in detail at [10]. We do think that avoidance of interface design is an ideal 
but our industrial experiences in re-engineering of an online brokerage system shows 
this not to be always practical. 

Use Case Logic. There is general agreement between the subjects and the authors as 
to the logic of the use cases, with a few exceptions (see [10]). We show three 
examples: 
1. Use case C1 has many alternative paths in the main flow. These alternatives 

should form the ‘happy day scenario’ path through the use case. We are 
confronted with barriers to the flow of the use case, with alternatives acting as the 
clearest route through. Some of the alternatives also fail to offer an escape, e.g.: 
“If there is not enough money in the customer’s account then the ATM displays 
the ‘Options’ screen.” We do not know where to go from here. 

2. In use case C2 the Customer twice opts to withdraw money but the ATM does 
not offer the money. This might conform to Constantine and Lockwood’s 
essential use case [15] but, as readers, we do not know if the money has been 
offered and taken, which questions the success of the use case. 

3. Use case C4 gets stuck in a loop. Interestingly, the subject who read this use case 
states: “There is… no return card option… Customer stuck there forever.” This 
indicates there are problems with the logical flow of the use case. But in general 
comment on the use case, the reader then comments, “The statements are well 
written and follow a logical progression.” Despite this contradiction on the part 
of the subject, we consider the use case illogical. 

     We found logic problems in all of the CREWS use cases. The subjects had 
problems with 10 out of 12. There are 7 logical and 5 illogical CP use cases. The 
authors and subjects agreed on this. The CP writing rules explicitly consider the 
logical order and coherence of use cases (CP Style Rules 7 and 8) and this may be a 
reason for this difference, though group B’s Coherence scores (table 5) are slightly 
lower than group C’s, again pointing to differences in problem type. Finally, we note 
that our ‘comprehension test’ (phase 4) needs to be developed further and we are 
preparing another (much larger) experiment to fully explore this important issue. 

  



6 Conclusions 

This paper has described a pilot experiment to compare two sets of use case writing 
guidelines. We tested use cases in terms of efficiency (in time taken to write them and 
length), application of given guideline rules, and comprehensibility. We found no 
statistical difference between the guideline sets when comparing efficiency. Both sets 
performed as well as each other, though we have reservations about this hypothesis 
(section 5.1). We also found a mixed response to the number of guidelines and rules 
applied. Overall, there is no significant difference in application, although for CP 
Structure 1 against CREWS CG5 there is a significant difference for Group A against 
C (p=0.03) and a weakly significant difference for group B against group D (p=0.05). 
When comparing CP Structure 2 against CREWS CG’s 1-3, there is no significant 
difference. CP performs as well as CREWS. In terms of comprehension of use cases, 
our results reject the hypothesis that CREWS produce more comprehensible use cases 
than CP. The results indicate that CP does slightly better than CREWS. However, we 
note that this result was caused by the better performance of group A (ATM), which 
significantly out-performs group C (ATM) in terms of Coverage and Coherence, and 
weakly in Consistent Structure. There is no difference between groups B and D 
(Retail use case). Hence, a more general finding appears to be that problem type has 
an impact on the performance of the CP Rules. 

7 Observations and Further Work 

Our attempt to assess the quality of use cases leads us to some general observations. 
We note that despite the application of guideline sets, all use cases could be seen to 
have many flaws. This could be due to either weaknesses in the guidelines sets or the 
use case writers. Indeed, we have altered the CP Rules based upon the response in this 
experiment (though not for this paper). We also believe that this points to 
fundamental problems with use cases. By their nature, use cases can be ambiguous, 
and small errors or flaws can creep in. Use of natural language, though vital to 
readability and comprehension, exacerbates the ambiguity problem. Furthermore, a 
lack of structure and semantics means that logic errors seem inevitable. It appears that 
writing rules provide some guidance to both logic and comprehension. Hence, we 
believe that further work to examine how to support the writing of use case 
descriptions is vital. For example, some guidelines (for both sets) appear far more 
important than others. This suggests the possibility that a minimal set of well used 
guidelines may be most effective, and this will be a focus for further work. Since, 
problem type appears to have significant impact we are also considering use case (and 
scenario) frames. That is, the production of different guidelines sets for different 
problem types (or frames). Finally, as the logic of use cases seems particularly 

  



vulnerable to human error, we are investigating the use of enactable versions of use 
cases, which force users to consider the dependencies among events. 
     We have recently repeated this experiment with a larger sample of 60 subjects. 
Initial results indicate that the CP Rules have produced similar quality use cases to the 
CREWS guidelines; that is, there is no statistical difference in terms of 
comprehension. We have also applied the CP Rules to an industrial case study though 
we have not compared them against CREWS. However, we have found the CP Rules 
to be of benefit. We hope to further explore the efficacy of use case guidelines in 
further case studies. 
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